
A Tiny Taste of Machine Learning
Lesson 12



The plan ahead

• Machine learning is a huge topic – with many tertiary modules 
dedicated to it
• natural language processing, computational biology, computer vision, 

robotics, other areas

• In this class, we will
• provide an introduction to the basic ideas, including ways to measure 

distances between examples, and how to group examples based on distance 
to create models

• introduce classification methods, such as “k nearest neighbor” methods

• introduce clustering methods, such as “k-means”



What is Machine Learning

• Many useful programs learn something

• In last few lessons, we used linear regression to learn models of data

• “Field of study that gives computers the ability to learn without being 
explicitly programmed.” Arthur Samuel 
• Computer pioneer who wrote first self-learning program, which played 

checkers – learned from “experience”

• invented alpha-beta pruning – widely used in decision tree searching















All ML Methods Require:

• Choosing training data and evaluation method

• representation of the features

• distance metric for feature vectors

• objective function and constraints

• optimization method for learning the model















Some Examples of Classifying and Clustering
• Here are some data on some Athletes from Track and Fields

• Name, Height, Weight
• Labeled by type of Events

• Sprinters
• Edelman = [‘Edelman’,70,200]
• Hogan = [‘Hogan’,73,210]
• gronkowski = [‘gronkowski’,78,265]
• amendola = [‘amednola’,71,190]
• bennett = [‘bennett’,78,275]

• Javelin Thrower
• cannon = [‘cannon’,77,335]
• solder = [‘solder’,80,325]
• mason = [‘mason’,73,310]
• thuney = [‘thuney’,77,305]
• karras = [‘karras’,76,305]



















Adding Some New Data

• Suppose we have learned to separate Sprinters and Javelin Throwers

• Now we are given some long jumpers, and want to use model to 
decide if they are more like Sprinters or Javelin Throwers
• blount = [‘blount’,72,250]

• white = [‘white’,70,205]











Choosing Features

• Features never fully describe the situation
• “All models are wrong, but some are useful.” – George Box

• Feature engineering
• Represent examples by feature vectors that will facilitate generalization
• Suppose I want to use 100 examples from past to predict at the start of the 

year, which students will pass the final exam
• Some features surely helpful, e.g., their grade on the mid year exam, did they 

do problem sets, etc.
• others might cause me to overfit, e.g., birth month, eye colour

• want to maximize ratio of useful input to irrelevant input
• Signal-to-Noise Ratio (SNR)













































Supervised versus Unsupervised Learning































To Do.

• Assignment 11

• Assignment – Assessing the Model

• Articles to read:
• https://developers.google.com/machine-learning/data-

prep/transform/normalization
• https://keytodatascience.com/confusion-matrix/
• https://blogs.oracle.com/ai-and-datascience/post/a-simple-guide-to-building-

a-confusion-matrix

• before you leave the lab, decide on FSR or FE

• Quiz 4 (24th May 2022)

https://keytodatascience.com/confusion-matrix/
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