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Student’s  t test 

1. Introduction 
 
The main reason for carrying out observations and experiments in Biology is to 
test an idea or hypothesis; Biology, as a science, is an on-going subject, answers 
to one question, usually leading to further questions. Such work requires data 
sets. What we want to know is whether the data supports the initial hypothesis or 
not; does the data enable us to accept our hypothesis as a valid explanation or 
do we have to modify the hypothesis, or even reject it? You have already been 
introduced to one statistical test that is used to analyse data sets – the chi-
squared test or Χ2 test. We will look at another test – the t test, in this lecture set.  
 

2. Learning Outcomes 
 

(a) Able to apply t-test in Biological situations 
(b) Able to calculate standard deviations 
(c) Able to test for significant differences between means of two small unpaired 

samples 
Use the knowledge gained in this section in new situations or to solve related 

problems 
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4. Tests of Significance 
 
Biological data is variable. It consists of small samples taken from large 
populations. Even though these samples are randomly chosen it is very unlikely 
that the data will conform exactly to the hypothesis. To overcome this problem, 
tests of significance are used to determine whether the data conform to the 
hypothesis sufficiently closely for a decision to be made, not only about the 
samples but also about the general populations from which they were drawn. 
 
Often the hypothesis requires a comparison between two or more samples. The 
degree of difference between samples may be very small, very large, or anything 
in between. The real purpose of the exercise is to find out, from the difference 
between the samples, whether they were drawn from the same (statistical) 
population or from different (statistical) populations. We cannot be certain about 
any statistical conclusion – a statistical test does not prove anything. It does, 
however, give us some degree of confidence in our conclusions. 

5. Null Hypothesis, H0 
  

This is a ‘negative’ hypothesis: for example, if we were comparing two samples, 
the null hypothesis would be stated in the form “there is NO significant 
difference between the two samples”. It assumes that any differences that do 
occur are due to chance. The significance test then confirms whether to not 
reject or to reject, the null hypothesis. 

If the null hypothesis is not rejected – then there is NO significant difference 
between the two samples. 

If the null hypothesis is rejected – then there is a significant difference between 
the two samples. 

6. Χ2 test vs t test 
 

A Χ2 test can be used if data are in the form of counts i.e. two groups have been 

identified and observations classified in terms of the number belonging to each. 

Χ2 can only be used on raw counts; it cannot be used on measurements (e.g. 

length, time, weight, volume etc) or proportions, percentages or any derived 

values. The test works by comparing observed counts with those expected by 

chance or a prior basis. Experiments in Mendelian genetics would be such an 

example. Sizes of samples in a Χ2 test are generally are over 30. 

The t test can be performed on raw counts like Χ2 test but it deals with each 

contributing data value in the two groups separately instead of as a single 

total. It can deal with data other than counts e.g. body size, time spent 

performing a certain behaviour, percentage of patients responding to a drug etc. 

Sample sizes can be around 30 (or sometimes less). 
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7. Normal Distribution Curve 
 

Many if not most characteristics in Biology (e.g. heights of people, weight of rats, 
number of flowers in plants, number of peas in a pod, body temperature of mice, 
breathing rate of locusts etc) fall into a normal distribution (refer to Continuous 
Variation in Genetics). When drawn as a graph, the normal distribution assumes 
a characteristic ‘bell’ shape. 

 
 
 
 
 
 
 
 
 
 
 
 
 
A normal distribution is symmetrical about the mean value with 50% of the 
values less than the mean and 50% of the values more than the mean. The 
mean = median = mode. 
 
Standard Deviation 
 
The standard deviation (SD) is a measure of the spread of data values from 
the mean (assuming the data follow normal distribution). It is a measure of the 
confidence you have that any particular data value will fall within a particular range 
(the mean + SD and the mean – SD). In a normal distribution, 68% of the values 
are within 1 standard deviation of the mean, 95% are within 2 standard deviations 
of the mean and 99.7% are within 3 standard deviations of the mean.  
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Not in syllabus (but you will see this in data presented in many scientific papers) 

The standard error of the mean (SE) measures the spread of multiple sample means 

around the true population mean. The assumption is that when we take a very large 

number of random samples from a population, the means from each sample will form a 

normal distribution. The distribution of sample means will have a mean which is close to 

actual population mean. Normally we can only take data from a few samples and not a 

large number of samples, so the SE is an expression of the confidence we have that our 

sample means falls within a particular range (mean ± SE) of the true population mean. 

Since sample means can be considered to be normally distributed, we can cite the 

standard error with sample mean. 

Calculating the Standard Deviation (SD) 

Suppose we have a set of data where we measured the body lengths of ten 

grasshoppers caught in a geographical area and obtained following results: 

Length, x (cm) 

6.3 

7.1 

6.2 

6.5 

7.0 

6.7 

6.5 

7.0 

6.8 

7.1 

Mean x̅ =             6.7 

n (sample size) = 10 

 

Standard deviation has the formula: 

                                                         s = √
∑(𝑥−𝑥̅)2

𝑛−1
 

Note: s may be denoted as  in calculators 

Let’s work out the SD from the data above: 

Length, x (cm) x2 (x - x̅) (x - x̅)2 

6.3 39.69 - 0.4 0.16 

7.1 50.41   0.4 0.16 

6.2 38.44     - 0.5 0.25 

6.5 42.25 - 0.2 0.04 

7.0 49.00   0.3 0.09 

6.7 44.89   0.0 0.00 

6.5 42.25 - 0.2 0.04 

7.0 49.00   0.3 0.09 

6.8 46.24   0.1 0.01 

7.1 50.41  0.4 0.16 

Mean, x̅ = 6.72 x2 = 452.58  (x - x̅)2 = 1 

x = 67.2 

(x)2/n = 451.58 

n (sample size) = 10 
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1. Calculate (x - x̅)2. This is equivalent to x2 – (x)2/n. x2 = 452.58, and  

(x)2/n = 451.58. Therefore (x - x̅)2 = 452.58 – 451.58 = 1. 

2. Divide (x - x̅)2 by (n-1) = 1/9 = 0.11 

3. Square root of 0.11 = 0.33  

 

The standard deviation = 0.33 cm 

About 68% of grasshoppers would have body lengths between 6.39 – 7.05 

cm (6.72 ± 0.33). These would be -1 SD and +1 SD respectively of the mean 

in the sample taken. 

Standard error calculations are not required by the syllabus (SE = 
𝑠

√𝑛
 ). In the 

above example, the SE can be worked out as 0.11. Therefore, the confidence 

of the measurements taken above can be written as: 6.72 ± 0.11 cm. 

8. History of Student’s t test 
 

The t statistic/value was first published in 1908 by William Sealy Gosset, who just 

joined Guiness Brewery in 1899 from Oxford University as a scientist brewer (he 

was not a mathematician). He needed to assess the potential of different barley 

varieties. Since it was not possible to rely on large volumes of data due to the 

limited number of experimental plots and the growing season, Gosset could only 

do one experiment each year. Gosset observed that the mean and standard 

deviation of a large set of samples could be very accurately determined using the 

statistical techniques available at the time. But for smaller sets of samples, 

typically below 30, the error progressively increased. Gosset developed the t 

statistic/value to take this error into account when drawing conclusions from the 

data. From his observations, Gosset was able to put numerical values to the 

variation associated with small samples.  

Small samples are not representative of the larger population and hence the 

actual nature of the mean and standard deviation of a large (and therefore, 

normally distributed population) could not be accurately determined using the 

mean and standard deviation of small samples. Basically, Gosset’s t value took 

into account this error from small samples. 

As Guiness did not want any work from its staff to be revealed to competitors, 

staff could not publish their work using their real names. Gosset was given the 

pseudonyms ‘Pupil’ and ‘Student’ to choose from. He chose ‘Student’. Hence the 

t statistic became known as Student’s t or more commonly as Student’s t test. 
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9. Calculating the t value 

The t test compares the means of two samples being tested to determine if there 
is any significant difference between them. The formula for the t test is given as: 
 
 
 
 
 
               

x̅1 is the mean of sample 1 and x̅2 is the mean of sample 2 

s1 is the standard deviation of sample 1 and s2 is the  

standard deviation of sample 2 
       

n1 is the size of sample 1 and n2 is the size of sample 2 
    

degree of freedom (df) for t test = (n1 + n2) – 2   (compare with chi-squared test) 
 

Worked Example  

A parasitologist wanted to compare the number of lymphocytes (a type of white 

blood cell) present in the blood of patients infected by a blood parasite with the 

numbers in uninfected individuals. To save time and resources, he limited the 

investigation to five individuals in each group. 

Using prepared blood films, the lymphocyte counts obtained from the equal areas 

of blood were obtained:  

Group A (infected patients) 150, 155, 152, 146, 152 

Group B (uninfected individuals) 165, 170, 151, 164, 160 

 

Are these two groups statistically different?  

The means and standard deviations were computed as shown: 

Group A Group B 

Lymphocyte 

Count, x1 

x1
2 Lymphocyte 

Count, x2 

x2
2 

150 22500 165 27225 

155 24025 170 28900 

152 23104 151 22801 

146 21316 164 26896 

152 23104 160 25600 

x̅1 = 151 ∑ 𝑥1
2= 114049 x̅2 = 162 ∑ 𝑥2

2= 131422 

x1 = 755, n1 = 5 

(x1)2/n = 114005.00 

∑ 𝑥1
2  – (x)2/n = 114049.00 –

114005.00 =  44 

s = √
44

5−1
   = 3.32 

x2 = 810, n2 = 5 

(x2)2/n = 131220.00 

∑ 𝑥2
2 – (x)2/n = 131422.00 –

131220.00  =  202 

s = √
202

5−1
 = 7.11 
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Step 1 

State the Null Hypothesis, H0 – There is no significant difference between 

the lymphocyte counts in Group A and Group B. 

Step 2 

Calculate the mean of Group A (x̅1) and Group B (x̅2).  

x̅1 = 151      x̅2 = 162 

Step 3 

Calculate the standard deviation of Group A (s1) and Group B data (s2).  

                                         s = √
∑(𝑥−𝑥̅)2

𝑛−1
 

Since (x - x̅)2  is equivalent to x2 – (x)2/n or  

s1 = √
∑(𝑥−x̅)2 

𝑛−1
 = √

∑ 𝑥2−
(∑ 𝑥)2

𝑛

𝑛−1
  = √

𝟒𝟒

𝟓−𝟏
 = 3.32 

      s2 = √
𝟐𝟎𝟐

𝟓−𝟏
 = 7.11 

 Mean Standard Deviation 

Group A 151 3.32 

Group B 162 7.11 

 

Step 4 

Using the formula:      

 

 

 

(a) calculate the numerator, we have: |𝟏𝟓𝟏 − 𝟏𝟔𝟐| = 11 (taking the absolute 
value) 
 

(b) calculate the denominator, we have √
(𝟑.𝟑𝟐)𝟐

𝟓
+

(𝟕.𝟏𝟏)𝟐

𝟓
  = 

√
𝟏𝟏.𝟎𝟐

𝟓
+ 

𝟓𝟎.𝟓𝟓

𝟓
  = √𝟏𝟐. 𝟑𝟏𝟒 = 3.51 

 

(c) Therefore the t value = 
𝟏𝟏

𝟑.𝟓𝟏
 = 3.13   
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Step 5 

Consult a table of t distribution (see Appendix A for full table): 

 Decreasing value of p  

Degrees of 
freedom (df) 

P values 

0.10 0.05 0.01 0.001 

1 6.31 12.71 63.66 636.60 

2 2.92 4.30 9.92 31.60 

3 2.35 3.18 5.84 12.92 

4 2.13 2.78 4.60 8.61 

5 2.02 2.57 4.03 6.87 

6 1.94 2.45 3.71 5.96 

7 1.89 2.36 3.50 5.41 

8 1.86 2.31 3.36 5.04 

9 1.83 2.26 3.25 4.78 

10 1.81 2.23 3.17 4.59 

 

Step 6 

Determine the degrees of freedom for t test = (n1 + n2) – 2 = (5 + 5) – 2 = 8 

If there were 20 observations in Group A and 28 observations in Group B, what 

would the degree of freedom be? Ans: _______   46 

Step 7 

Determine “p”, using the df and t value to check against the t table. 

With df = 8 and t value of 3.31, 0.01 < p < 0.05. 

Step 8     

Reject or do not reject H0 based on 5% significance level.  Draw your 

conclusion. 

Since p < 0.05 at 5% significance level (probability that any difference is due 

to chance is less than 5%), reject H0. 

There is a significant difference between the lymphocyte counts of Group 

A and Group B. This difference may be due to the infection of the parasite 

in the Group A patients, causing a decrease in lymphocyte count. 

(Note: Lack of statistical evidence against the null hypothesis is not evidence for 

your experimental hypothesis being true. Therefore, we cannot say that we 

accept H0. We can only conclude that there is not have enough evidence to reject 

the null hypothesis – i.e. we do not reject H0). 

If the df = 8, and calculated t value is 1.90, how would your conclusion be?  

With df = 8 and t value of 1.90, 0.10 > p > 0.05. 

Since p > 0.05, at 5% significance level, do not reject H0.  

There is no significant difference between the lymphocyte counts of Group 

A and Group B, any difference is due to chance alone. 
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The t test in your current A level syllabus requires that you to perform an unpaired 

t test (also known as a two-tailed t test). A two-tailed t test is performed to 

determine whether the difference between samples/groups is statistically 

significant in either positive or negative direction. We do not know in what direction 

the means are heading i.e. are they bigger or smaller than the other. 

Additional Information (not in current syllabus) 

A paired t test is done when there is only one sample that has been treated twice, 

each time differently. For example, a group of heart test subjects could be 

monitored for their heart rates and then this same group was given a drug that 

can decrease their heart rate. A paired t test would be used on this group to show 

significance of the effect of the drug on the means of group after the drug was 

administered. In this case, we know that the administering of the drug would have 

an effect on the patients, we know that the mean value of the patients’ heart rates 

after taking the drug would be lower. The calculation for a paired t test is the same, 

except that a different set of p values is consulted in the table of t distribution. 

 

Tutorial Exercise 1   

Ten leaves were picked at random from a beech tree – five from the top of the 

branches (‘sun’ leaves) and five from the lowest branches (‘shade’ leaves). It was 

hypothesised that the sun leaves at the highest branches would be larger than 

the lower shade leaves since they would be better adapted to trapping the light 

where it is brightest.  

The lengths of the leaves in the two samples were measured carefully in cm and 

the mean and standard deviation of each sample were computed. The results are 

as follow: 

 Position on Tree 

Top (A) Bottom (B) 

Mean 6.2 7.6 

Standard Deviation 0.8 1.4 

 

Step 1  

State the Null Hypothesis, H0 - ____________________________________________________ 

There is no difference in the lengths of beech leaves from the top branches and the bottom 

branches. 

Step 2 

Calculate the mean of Group A (x̅1) and Group B (x̅2) – already given. 

Group A mean = 6.2, Group B mean = 7.6 
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Step 3 

Calculate the standard deviation of Group A (s1) and Group B data (s2) – 

given. 

           s = √
∑(𝑥−𝑥̅)2

𝑛−1
 

Since (x - x̅)2  is equivalent to x2 – (x)2/n or  

s1 = √
∑(𝑥−x̅)2 

𝑛−1
 = √

∑ 𝑥2−
(∑ 𝑥)2

𝑛

𝑛−1
  =   _______ 0.8                                                                   

                                                                
 

            s2 = ________   1.4 

 

Step 4 

Using the formula:      

 

 

 

(a) calculate the numerator, we have: I6.2 – 7.6I =  1.4 (taking the absolute 
value) 
 

(b) calculate the denominator, we have √
(𝟎.𝟖)𝟐

𝟓
+

(𝟏.𝟒)𝟐

𝟓
   = √

(𝟎.𝟔𝟒)

𝟓
+

(𝟏.𝟗𝟔)

𝟓
   

 
= _____________ 0.76 

 

(c) Therefore the t value =  __________ 
𝟏.𝟒

𝟎.𝟕𝟔
 = ______________ 1.94 

 

Step 5 
 
Consult a table of t distribution.  
 
Step 6 
 

Determine the degrees of freedom for t test = (n1 + n2) – 2 = _______(5 + 5) -2  

= ________8 
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Step 7 

Determine “p”, using the df and t value to check against the chi-square table 

df = ___________ 8,   t value = _________ 1.94, ______  p _______  0.05 < p < 0.10 
                                                                                                                                                                                                                                                                                                         
 
Step 8     

Reject or do not reject H0 based on 5% significance level.  Draw your 

conclusion. 

Since p > 0.05 at 5% significance level, do not reject H0. 

(The probability is very high that any difference is due to chance).  

There is no significant difference between the lengths of the leaves at the 

top branches of the tree and those at the bottom branches, any differences 

is due to chance alone. 

Why was this a badly designed experiment? 
 
There should be more than 5 samples per group (at least 30 per group). 
 
Tutorial Exercise 2 
 
If the two samples now contained 15 leaves each instead of 5, and the same 
values of mean and standard deviation are used, what would be the result of the 
t test? 
 
Using the formula for t value: 
 
 
 
 
Numerator = 1.4 

Denominator =  √
(𝟎.𝟔𝟒)

𝟏𝟓
+

(𝟏.𝟗𝟔)

𝟏𝟓
 = 0.173 

 
t = 1.4/0.173 = 8.09 
 
df = (15 + 15) – 2 = 28 
 
p < 0.001, therefore p < 0.05 at 5% significance level, reject H0  
 
There is a significant difference between the two samples.  
 
Looking at the data, the mean length of leaves from the bottom branches is 
longer than that of the top branches. We still have to reject our original 
proposed hypothesis (pg 9, question stem) that the topmost leaves are 
bigger due to adaptation for greater exposure to sunlight. There must be 
some other reason(s) for the bottom leaves being larger than the top leaves. 
 
So we must propose another hypothesis which we can then test. 
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Tutorial Exercise 3 
 
A new fertiliser for potatoes was advertised claiming higher yields. To test this 
claim, potatoes of the same variety were grown in 36 plots of a fixed size. 18 of 
the plots being treated with the usual fertiliser (A) and 18 plots with the new 
fertiliser (B).  
 
The results are given as the yield in kilograms. 
 

Fertiliser 
A 

27 20 16 18 22 19 23 21 17 28 19 17 26 22 19 23 22 20 

Fertiliser 
B 

28 19 19 21 24 20 25 19 27 25 29 23 21 17 23 27 25 24 

 

Using the above data, determine if the advertisement’s claim is justified by using 
the t test. If your degree of freedom is not listed on the table of t distribution, round 
down to the next smallest degree of freedom in the table (e.g. 34 degrees of 
freedom, use df = 30 from t table). 
 
 
1. State null hypothesis – There is no significant difference between the 

yield of potatoes on Fertiliser A compared to Fertiliser B. 
 
2. Calculate sample means. 

 
3. Calculate sample SD. 
 

 
4. Calculate t value.  

 

        t = 
𝟐𝟏−𝟐𝟑

√𝟎.𝟔𝟒+𝟎.𝟔𝟖
 = 

𝟐

𝟏.𝟏𝟓
 = 1.74 

 
5. Consult t table. 
 

6. df = (18 + 18) – 2 = 34 (use df = 30 in t table) 

 
7. 0.05 < p < 0.10, therefore p > 0.05 at 5% significance level, do not reject 

H0. 

 
8. There is no significant difference between the yields of potatoes under 

Fertiliser A and those under Fertiliser B. The advertisement’s claim is 
not justified.  

 Fertiliser A Fertiliser B 

Mean 21 23 

SD 3.4 3.5 
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Tutorial Exercise 4 

 

Four varieties of rye-grass (A, B, C and D) were grown under identical conditions 

after six weeks their heights were measured (using proper sampling techniques). 

 

(a) Fill in the first column of the matrix below to summarise how this experiment 
will be conducted to compare the four varieties with each other. 

 

Variety B C D 

__A___    

__B___    

__C___    

 
(b) How many t tests would be required to be carried out if each variety was to be 

compared with the other varieties? List the pairs of tests. 
 

6 t tests: A x B; A x C; A x D; B x C; B x D; C x D;  

 

Tutorial Exercise 5 

A longitudinal section of the root of a broad bean was mounted on a slide and 

examined under the microscope. It was observed that the cells seemed to get 

larger the further they were from the tip. 

 

In order to determine whether this was actually the case, ten cells were chosen 

at random from each of three areas – A, B and C. The length and width of each 

cell was measured using an eyepiece graticule. 

 

The results were shown below (in graticule divisions). 

 

 Area A Area B Area C 

Cell no. Length Width Length Width Length Width 

1 6.5 9.0 18.0 8.5 19.5 14.0 

2 7.0 14.0 14.0 8.5 19.0 10.0 

3 9.5 9.0 9.5 7.0 21.0 9.5 

4 12.0 8.5 11.0 6.0 15.5 13.5 

5 7.0 10.0 8.0 6.0 19.5 9.5 

6 5.5 8.0 14.5 6.5 14.5 10.0 

7 8.0 8.5 8.5 8.0 11.0 11.5 

8 12.0 7.5 11.5 6.5 21.5 10.0 

9 11.5 9.5 10.0 10.0 14.0 6.5 

10 7.5 7.0 8.5 9.0 15.5 7.0 

 

 

 

 

 

 

 

Notes to self 
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(a) Carry out t tests to find out if there is a difference between the lengths of the 
cells in areas A, B and C. (Hint: Determine how many tests are needed first 
to compare each pair of areas).  

(b) Repeat for the widths of the cells in areas A, B and C. 
(c) Suggest reasons for the results you obtain. 

 

Determine the means and standard deviations for both length and width, 

for each set of data A, B and C. The results are summarised below: 

       Length Width 

A 
x̅ 8.65 9.10 

s 2.43 1.94 

B 
x̅   11.35 7.60 

s     3.23 1.39 

C 
x̅   17.10    10.15 

s 3.47      2.40 

       

       State the null hypothesis (length of cells) – There is no significant difference  

       in the lengths of cells in areas A and B, in areas B and C and in areas A and  

       C. 

       State the null hypothesis (width of cells) – There is no significant difference  

       in the widths of cells in areas A and B, in areas B and C and in areas A and  

       C. 

       Determine the t values for each combination pair of A, B and C for both   

       length and width. 

       Results are summarised below:    

        

      

 

  

 

       Probabilities of differences due to chance (5% significance level) 

      

 

 

        df = 18 

       A x B: df =18, t value of 1.65, 0.05 < p < 0.10      A x B: df =18, t value of 1.30 p > 0.20 

       A x C: df =18, t value of 4.72, p < 0.001               A x C: df = 18, t value of 1.53, 0.10 < p < 0.20 

       B x C: df = 18, t value pf 3.83, 0.001 < p < 0.01    B x C: df =18, t value of 2.90, 0.001 < p < 0.01 

 

 

 

Length 

 A B 

B 1.65  

C 4.72 3.83 

Width 

 A B 

B 1.30  

C 1.53 2.90 

Length 

 A B 

B  > 0.05  

C < 0.05 < 0.05 

Width 

 A B 

B  > 0.05  

C > 0.05 < 0.05 
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       Significant differences between the means: 

 

 

 

        where NS = non-significant and S = significant 

        The was no significant difference in the length of cells from areas A and B.  

        There was significant difference between in the length of cells from A and C  

        and B and C. 

   There was no significant differences in the width of cells from areas A and B  

        and  A and C. There was significant difference in the width of cells from areas  

        B and C. 

   (c) As the root tip grows, the areas furthest away from the root tip i.e. areas  

             B and C compared to area A would show larger cell lengths as these are  

             areas where the cells have elongated and differentiated. This is  

             compared to the cells of the root tip (area A) where the cells are  

             constantly dividing in the growing root tip. These cells tend to be longer 

             compared to the cells in area A. 
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B  NS  

C S S 

Width 

 A B 

B NS  

C NS S 
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Appendix A – Table of t distribution 

 


