Chapter S 1

PERMUTATIONS AND COMBINATIONS

In this chapter, students will be able to:

. apply the addition and multiplication principles for counting;
. distinguish between permutations and combinations;
. understand that "P. is the number of permutations of r objects taken from n distinct objects;

and that in the special case when n = r, the number of permutations of » distinct objects
arranged in a straight line is n!;

. understand that "C, or [n] is the number of combinations of » objects from n distinct objects;
¥
. interpret the relation "P. = "C, r! (i.e. permutation is selection followed by arrangement) and
= - - |
use the formula: "C, = n(n-1)n-2)...(n—r+1) __n! :
¥l . ri(n—r)!
. find the number of permutations of n distinct objects arranged in a circle;
. find the number of permutations of » objects which are not all distinct, e.g. if m of the objects
!
are identical and the rest are distinct, the number of permutations is -E; :
m!
. use "P., n! and "C, to solve counting problems, including cases involving repetition and
restriction.

1.1 Fundamental Principles of Counting

The Addition Principle:
Assume that there are nm ways for the event E; to occur,
nz; ways for the event E; to occur,

ny ways for the event Ej to occur,

where k=1.
IfE\, E3, ... , Ex are mutually exclusive (i.c. they cannot occur at the same time), then the number of

ways for at least one of the events to occur is n, +n, +-+-+n, .

EXAMPLE 1
There is 1 way to go to Town B from Town A by land, 2 ways by air and 3 ways by sea. How many

ways are there to go to Town B from Town A?

SOLUTION 1 Locic
By the Addition Principle, there are | You can travel to Town B either by land (1 way)
" OR by air (2 ways)
1 ways to travel to Town OR by sea (3 ways)
B from Town A.




The Multiplication Principle:
Suppose that an event E can be split into k events E1, Ej, ..., Ex in ordered stages.
If there are n; ways for the event E) to occur,

n2ways for the event E: to occur,

and nx ways for the event E; to occur,
then the number of ways for the event E to occur is Py X Py X e XM

EXAMPLE 2

Suppose there are 2 routes to go from Town A to Town B and 3 routes to go from Town B to Town C,
how many possible routes are there to go from Town A to Town C, assuming that all routes must pass

through B?
1 1
3

SOLUTION 2 LocGic

By the Multiplication Principle, there are You can go from Town 4 to Town C via Town
B by taking one of the following routes:

. [ 1 2 13
ik Rt possibleroutesto | 4 _, g _, ¢ A-> B C A B C

2 1 2 2 2 3
go from Town A to Town C. A>B->5C A-B-sC. A> B> C.

There are 2 ways you can go from Town 4 to Town
B AND 3 ways to go from Town B to Town C.

1.2 Combinations

A combination of a set of objects is a selection of one or more of the objects where order of selection
does not matter. For example, the 3-letter arrangement of ABC and ACB is the same combination.

Suppose we have 4 cards P, Q, R and S in a bag and we draw out 2 of them (it makes no difference to
draw them out either one at a time or all at once). We will have a set of 2 cards, say PQ which we will
call a combination (of 2 cards). Notice that we are not concerned with the order in which they were
selected, but just which 2 cards were selected. How many different combinations can be drawn? There
are a total of 6 combinations, namely PQ, PR, PS, QR, QS and RS. Thus, the number of combinations

of 2 cards drawn from 4 is given by ‘C, =6

Some other examples where order does not matter:

1. Select 4 students from a class of 30 to help Mrs. Wong to carry mathematics files,
2. Draw 3 balls from a bag containing 7 differently coloured balls.

3. Obtain a hand of 4 spades from an ordinary pack of 52 playing cards.



1.2.1 Combination (selection) of r objects taken from n distinct objects

Theorem 1

. n!
wven b}r W
. "ol (n-r)!

The combination (or selection) of » objects taken from n distinct objects, without replacement, is

, where 0<r<n, n,reZ’.

We can use the G.C. to find . For example, *C,

Press m - and select option 8:
‘8:nCr’.

Using the cursor keys, key in the correct
values into the respective blanks.

Using G.C., *C, =2024.
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EXAMPLE 3

How many ways can a committee of 5 be chosen from a class of 20 students

(i)  if there is no restriction,
(ii) if the oldest has to be included?

SOLUTION 3 LoGIC

(i) Number of choosing a committee of 5 students The order of selection does mot matter.
(no restriction) = m{,s = 15504 Hence it is just choosing 5 from 20.

(ii) Number of ways of choosing a committee of 5 As the oldest student has to be chosen, we
students (include the oldest) choose the oldest student first AND choose 4
=x'%C, = 2876 more students from the remaining 19

students (order of selection is not important).
EXAMPLE 4

How many hands of 4 cards can be dealt from an ordinary pack of 52 playing cards if

(i)  there are no restrictions,
[lﬂ all four are spades, These are the 4 suits:
(iii) exactly two are spades, 13 spades, 13 hearts
(iv) one is a heart, one a spade and two are clubs, 13 clubs, 13 diamonds
(v) all cards are of different suits, Picture cards: J, Q, K
(vi) at least one is a picture card.
SOLUTION 4 LoGic
(i) Number of ways of choosing 4 cards The order of selection does not matter. We only need to
without restrictions = *C, = 230225 | choose 4 from 52.
(i) Number of ways where all 4 are spades | Since there are 13 spades in a pack of 52 cards we
=8~ 9%, = eed to choose 4 spades from 1 i
Cq ==d- % e, FI5 ?3 o choose 4 spades from 13 spade cards i.e.
C, ways.




EXAMPLE 17 (2011/TJC/T/Q6b)

S:m people sit at a round table with eight identical chairs. Find the number of seating arrangements if
(1)  there are no restrictions,

(i) the seats are numbered.

SOLUTION 17 Locic
(1) Number of ways Step 1: We treat the 2 empty seats to be ‘taken’
= (¥ . and calculate the circular arrangement for a
— =15 round table of 7 units.
L Step 2: The 2 empty seats are treated as
repeated objects in the circular arrangement and
divided by 2!
(ii) Number of ways Step 1: Arrange the 6 people around the round
= 926z20Yf < q0lbP table with no restrictions.
Step 2: Label the seats. i.e. 8 ways.

SELF-REVIEW 9

Hillary Tan has 9 cousins. In how many ways can she invite some or all of them to her birthday party?
At the birthday party, Hillary sets up a round table of 10 seats with a different mathematics puzzle at
each seat. Four of her cousins are from the Siow family, three are from the Ding family and two are
from the Dong family and all her cousins turn up for the party. Find the number of ways that they can
be seated with Hillary if families with the same surname are seated together but members of the Ding
and Dong families are not adjacent to each other. [511, 5760]
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Probability

In this chapter, you will learn to

* understand that the probability of an event measures how likely the event will occur;

e construct a table of possible outcomes to calculate probabilities and understand that the total
probability of all the possible outcomes is equal to 1;

* calculate probabilities using the addition and multiplication principles;

¢ calculate probabilities using permutations and combinations;

 understand the meaning of mutually exclusive events, determine if two events 4 and B are mutually
exclusive and calculate probabilities when 4 and B are mutually exclusive;

¢ understand the meaning of independent events, determine if two events 4 and B are independent
and calculate probabilities when 4 and B are independent;

P(ANB)

P(B} to

o understand the meaning of conditional probability and use the result P(4|B)=

compute conditional probability;
 use a Venn diagram to interpret and calculate probabilities such as P(4'), P(4AwB), P(4nB)

and P{AlB];

e construct a tree diagram and use it to interpret and calculate probabilities such as probabilities of
combined events and conditional probabilities.

Probability is the likelihood of an outcome or event. Some examples of probabilities

1. The probability of getting a one when a fair die is tossed is é .

2. The probability (or odds) of winning the first prize in the Singapore Sweep is 1 in 3,200,000.

2.1 Basic Concepts
2.1.1 RANDOM EXPERIMENTS, SAMPLE SPACE AND EVENTS

In our everyday life, we encounter ‘random experiments’ very frequently. The word ‘experiment’ or
‘trial’ can be thought of as an action that can be repeated under the same set of conditions. The
adjective ‘random’ implies that the outcome of the experiment cannot be predicted with certainty.

The set of all possible outcomes of an experiment is called the sample space and is denoted by §.

A subset A of the sample space S of a random experiment is known as an event, i.e. an event consists of
one or more possible outcomes.



Random experiment

Sample Space, § An event, 4
1. Toss an unbiased coin twice and the | § = {HHHT,TH,TT} ‘a head is obtained’
outcome is observed. = {HH,TH,HT}
2. Draw a card at random from a pack S={d4 ?,‘} ‘a black suit is obtained’
of 52 playing cards and note its suit. }{. 4 ={&.0)
3. Observe Bernard’s result at a game | § = {win, lose, draw} ‘Bernard wins the game’
of chess. ={win}

2.1.2 DEFINITION OF PROBABILITY

The probability of an event measures how likely the event will occur. The classical interpretation of the
probability of an event is the relative frequency or ratio of the number of occurrences that correspond to
the event to all possible outcomes given that all the outcomes have an equal chance of occurring.

If the sample space S contains a finite number of equally likely outcomes, then the probability that an
event 4 will occur is given by

P(A4) = n(A4) e number of outcomes corresponding to event 4
n(S) | total number of possible outcomes in the sample space S

Using the example earlier

n( A
Sample Space, § An event, 4 P(4)= % Remarks

l. | §={HHHT,THTT} |'a head is obtained’ B Coin is unbiased means that the
_ {HH HT TH} 4 outcomes are equally likely.

- S={‘*Y‘} ‘a black suit s 1 The card is drawn at random.

L obtained’® = {“"} 2 This ensures that the outcomes
are equally likely.

3. | §={win, lose, draw} | ‘Bernard wins the Not enough We do not know if it is equally

game’ ={ win } information to | /ikely for Bernard to win, lose or
evaluate it draw the game.
IMPORTANT NOTES:

¢ For any sample space S, F(S ) =1 (i.e. the sum of the probability of all possible outcomes is 1).

¢ Foranyevent A of S, 0<P(4)<I1.

e If A is an impossible event (or null event), then P(A4)=0. A can also be represented by the
empty set ¢.

* P(A)=1 means that A is a sure eventand A=S.



EXAMPLE 1:

A fair die is thrown and the number was observed. Write down the sample space and the set that
corresponds to the following events:

(i) a multiple of 3 is obtained.

(ii) the number is less than 7.

(iii) the number is a factor of 6.

Hence state the probability of each of the event.

SOLUTION 1:

Sample space, S= {1, 2, 3, 4, 5, 6}
Let A4 be the event that ‘the number obtained is a multiple of 3°. 4 = {3, 6}.
Let B be the event that ‘the number obtained is less than 7°. B={1,2,3,4,5,6}.
Let C be the event that ‘the number obtained is a factor of 6° C=1{1,2,3,6}.
2 1

B  P(4)==1

(i) P(B) =% =1 (Event B is a sure event)

(i) P(C}=%:§

REMARK 1: Do you know that a die need not be six-sided only and the numbering need not be in
running order? Can you have a two-sided die?

REPRESENTING A SAMPLE SPACE USING A TABLE OF OUTCOMES

EXAMPLE 2:

Two unbiased dice are thrown and the outcome is observed. One with 5 faces numbered 1, 1, 1, 2 and 4.
The other with 6 faces numbered 2, 4, 6, 6, 6 and 6. Find the probability that

(i) the sum of their scores is 7.

(ii)  the sum of their scores is even.

(iii)  the sum of their scores is more than 4.




| SOLUTION 2:
|

Let D, and D, denote the numbers shown on the first and second die respectively.

D, )
|
Ip 4 6 ; 6 6
| L 2 5 2 7 2 7
! . > T = — 7
1 3 5 7 7 7 7
| 2 4 6 8 8 8 8
4 6 8 10 10 10 10

Total number of possible outcomes = 30.

(i) The sum of scores is 7 when (1, 6) (twelve occurrences).

; 1z .2
P(sum of scores is 7) = ET 3-

(ii)  There are 12 ways to have the sum of scores being even.

P(sum of scores is even) = %=% Contrary to some's believe the probability is 2. Their

argument is that the outcome is either odd or even. This example shows that this kind of
argument doesn’t work!

(iii)  P(sum of scores > 4) =

SELF-REVIEW 1:

A standard fair die is thrown two times. Calculate the probability that the total score is 7. [%]
SOLUTION:
Di VD 1 2 3 4 5 6
1 2 3 4 3 6 7
2 3 4 5 6 7 8
3 4 . 6 7 8 9
4 5 6 7 8 9 10
5 6 7 8 9 10 11
6 7 8 9 10 11 12

REPRESENTING A SAMPLE SPACE USING A VENN DIAGRAM

Venn diagrams derive their name from John Venn, who popularized their use in
1880 with his paper entitled, "On the Diagrammatic and Mechanical
Representation of Propositions and Reasonings". He developed George Boole's
symbolic logic and is best known for Venn diagrams, which pictorially represent
the relations between sets. Venn diagrams were a respected, if not ubiquitous,
learning tool for all ages and grade levels.




2.1.6 MUTUALLY EXCLUSIVE EVENTS
Two events, A and B are mutually exclusive if the occurrence of either excludes the possibility of the

other event. That is, either event 4 occurs or event B occurs but not both.

For two mutually exclusive events 4 and B (that do not overlap as :"'ustrated in the diagram belm-._r}T
P(4nB) =0 and P(AUB) =P(4)+P(B).

O O

PAN) =0 PRAALD 0o i) o o u

EXAMPLE 7: [2018/2/7 MODIFIED]  p (AuR,) =¥ (A) +¢ (€)
The two mutually exclusive events 4 and C are such that P(4)=a and P(C)=c.

§

Find an expression for P(A4'nC"). Draw a Venn diagram to illustrate the case when 4" and C" are also

mutually exclusive events. P(ﬂfn L’) =P L (%W C)' = o
=0 = Play o
SOLUTION 7: \ = P(A) - PR
PEA'NC) 2 1 - ppave) 27 Me ﬁ#’ﬁ'fﬂﬁt%% helunve,

L= Lp) ) ,mw)
“lea-e -
SR (AN )= 0

p(AUL) =P LANICC)
(A/: }{ }-HA)'PU;):D
I_

p(A) +p(C)

EXAMPLE 8:
A number is chosen at random from the set {3,4, 5,6, 7, 8,9, 10, 11, 12},

Let A be the event a prime number is selected,
B be the event that an even number is selected and

C be the event that an odd number is selected.
(i) Find P(AN B). Are 4 and B mutually exclusive? Hence, find P(AUB).
(i) Find P(ANC). Are 4 and C mutually exclusive?



SOLUTION 8:

(i) ANB=@. (no prime numbers are even numbers in this set)
P(ANnB)=0.
A and B are mutually exclusive since P(4nB)=0
A={35711} B={4,6,,10,12}
Since 4 and B are mutually exclusive events,
P(A uB)
=P(4)+ P(B)-P(4nB)
=P(4)+P(B) since 4 and B are mutually exclusive P(ANB)=0

4 5
:—+—

10 10
e ]

10

(i) ANnC={3,57,11)

A and C are not mutually exclusive since P(4NC)#0

EXAMPLE 9 : [2016/H1/1/7)
The events 4 and B are such that P(4) = 0.6, P(B) = 0.25 and P(4nB)=0.05.

(i) Draw a Venn diagram to represent this situation, showing the probability in each of the four

regions.
(ii) Find the probability that

(a) At least one of 4 and B occurs, ») @@

(b) Exactly one of 4 and B occurs. l 5
SOLUTION 9:
()

A 8
w | 02 h) PLAVE) ~ PLAN®)
=0 F -0 "J';
= > =015

(i) P(AUR) = P(A) tpLg)-PALE)

20 64026-0%5
PR AR

10



SELF-REVIEW 3: _
Analysis of the results of a certain group of students who had taken Block Test in both Mathematics

and Physics produced the following information 75% of the students passes Mathematics, 70% passed

in Physics and 40% failed at least one of these subjects.

(i) Find the probability that the student taken at random passing exactly one ¢ the two subjects.

(ii) Find the probability that the student passing both subjects. Hence, determine if the events of passing
mathematics and that of physics are mutually exclusive. [0.15, 0.6]

REMARK: Why is the probability in Self-Review 3(ii) not equals to probability of passing Mathematics
multiplied by the probability of passing Physics? This has to do with the concept of independence of
events which we will discuss in the next section.

2.1.7 INDEPENDENT EVENTS
Two events 4 and B are independent if the occurrence of one does not affect the occurrence of the
other. Some examples of independent events are:

» Landing on head after tossing a coin AND rolling a 5 on a 6-sided die.
« Choosing a King from a deck of cards, replacing it, AND then choosing an Ace as the second
card.

« Rolling a 4 on a 6-sided die, AND then rolling a 1 on a second roll of the die.

Result 1:

If events 4 and B are independent, then
P(AnB)=P(4)x P(B)
This is the multiplication law for independent events.

Result 2:
If we can show thatP(4 N B) = P(4)xP(B), then we say event 4 and B are independent.

EXAMPLE 10:

Select one card randomly from a standard deck of 52. Let R be the event that the card is red. and let 0
be the event that the card is queen. Are the events R and Q independent? ’

SOLUTION 10:

26 1 4 1

PR=5=2 P55

The event RN Q is selection of a red queen. Since there are two red queens in the deck

ﬂ(ﬂnayl : 25

1 1
—=—=P(RNQ), R and Q are independent.

Since p[n)xp(g}zéxu =

11
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EXAMPLE 11:

In Example 2, 4 is the event that the sum of scores is divisible by 5 and B is the event that the sum of
score is prime. Determine if 4 and B are independent events.

SOLUTION 11:
P{A ;[I

P(E)= 3573
P(AﬂB}-—ﬂ:-lﬂ-

P[B)-ln[i] 1= p(4nB)

Since P(ANB) = (A]P(B] A and B are not independent.

The two previous examples illustrate the common ways in which independence is asserted, we apply
the formula. We will revisit the concept of independent events again in Section 8.2 Conditional

Probability.
robability ﬂ_r,w’r"“’fjm‘”l[!)
SELF-REVIEW 4: 5

Events A and B are such that P(A) __{} P{B}—— and P(AL_JB}— , find P(A~ B). Justify with

reason if events 4 and B are (i) mutually exclusive, (ii) independent. [E : (i) Not (ii) Not]

2.1.8 SEQUENTIAL EVENTS
Sequential events are events that occur one after another in succession. The tree diagram is

particularly useful in handling sequential events where the probability of one event occurring after
another needs to be computed.

REPRESENTING A SAMPLE SPACE OF SEQUENTIAL EVENTS USING A TREE DIAGRAM

EXAMPLE 12:
A bag contains 8 white counters and 3 black counters. Two counters are drawn from the bag, one after

the other. Find the probability of drawing one white and one black counter, in any order, if the first
counter is not replaced.

SOLUTION 12:
P(drawing one white and one black counter) % -
plw) v 1] p,w) R
& 3
()& (L) -
sy >
57 el 12




EXAMPLE 13:
Two bags each contains 7 balls which are indistinguishable apart from their colour. The first bag

contains 4 red and 3 yellow balls and second, 3 red and 4 yellow balls. A ball is chosen at random from

the first bag and placed in the second, then after thoroughly mixing, a ball is taken from the second bag
and placed in the first. If a ball is now taken from the first bag, what s the probability that it is red?

SoLuTion 13:

P(red bull dyann fraly) 4
=P (RRR)+P(RIr y ¢ P(¥rR) 4P(fR) 3[5)2 7
TuE Y E L u)(3) 42 (145 |5
‘?-éf"Y?') rl ;)(3) &"(%)(55) 7\ \
1L 3 v(3)
J R(3)
Y(4)
R(S)
3
T
R(3)
5] 2
7 NYQ)
4N
) 4 R(4)
Ys) 7
.
= Y(3)

SELF-REVIEW 5:
A manufacturer carried out a survey of the defects in their soft toys. It is found that the probability of a

toy having poor stitching is 0.03 and that a toy with poor stitching has a probability 0.7 of splitting

open. A toy without poor stitching has a probability 0.02 of splitting open.

(i) Draw a tree diagram to represent this information.

(i)  Find the probability that a randomly chosen toy splitting open.

(i) ~ Find the probability that a randomly chosen toy has exactly one of the two defects, poor
stitching or splitting open.

The manufacturer also finds that the fabric can become faded with a probability 0.05 and that this

defect is independent of poor stitching or splitting open. A soft toy is chosen at random.

(iv)  Find the probability that the soft toy has none of these 3 defects.

13



(v)  Find the probability that the soft toy has exactly one of these 3 defects.

[0.0404, 00284, 0.903, 0.0745]
2.2 CONDITIONAL PROBABILITY
Conditional probability is the probability obtained with the additional information that some other
event has already occurred. The conditional probability of an event B occurring given that event A has
already occurred 1s denoted by P(B | 4), which read as “ the (conditional) probability of B given A ™.

SOME EXAMPLES :

Mary claims :”I seem to be a very bad judge of the weather. I drag my umbrella with me three-quarters
of the time and yet, although it only rains on a quarter of the days when I take it, it rains on two-thirds

of the days when [ do not take it. So, on a rainy day, I always seem to get wet.” How true is Mary’s
statement?

George said, “Mathematics examinations are all a matter of luck really. If I happen to get the first
question out, then it is more likely that I will finish the second; if I get the second right, it is more likely
that I will finish the third, and so on. But if I cannot do the first question, I get in a panic and then I
probably find that I cannot do the second or the third or the fourth.”

EXAMPLE 14:

Consider the experiment of an unbiased die numbered ‘1’ to *6’ on its six faces is tossed.

(i)  Find the probability that an even number is obtained.

(ii)  Given that a number less than 6 is obtained, find the probability that it is an even number.
(iii) Given that an even number is obtained, find the probability that the number is less than 6.

SOLUTION 14:

Let S be the sample space i.e. §= {1, 2, 3,4, 5, 6},
X be the event that an even number is obtained i.e. X'= {2, 4, 6},
¥ be the event that the number obtained is less than ‘6°, 1.e. Y= {1, 2,3, 4, 5}.

() Without any prior information of the outcome,

n(X) 3 1

n(s) 6 2

(ii)  Since we know that event ¥ has occurred, the number ‘6’ cannot occur.

Hence we now have a reduced sample space given by Y'= {1, 2, 3, 4, 5}.
Based on this smaller sample space,

P(an even number is obtained) =P(.X') =

P(an even & numhe- is obtaned, [ Mﬂummﬂb}ﬁh{.“ V1 124y ”«g"‘/

e LY 1
{'A,M h - ‘E‘

h(F)
P@ /T) Tn (J/aqu J1) P(numbes sbtained 15 1es then & 91Ven s
[ Ao i
LV (G2,0,)
o

T
G~
.3

o

14



2.2.1 Definition of Conditional Probability
EXAMPLE 14 illustrated that for two events X and ¥, the conditional probability of X given ¥ is simply

i XY
the proportion of outcomes in X that are in ¥, ie.P(X|Y) =_n( (?} )
n
If we divide both the numerator and denominator by n(S), the number of elements in the sample space
n(XnY) PLyrY) =P)) = LXND
n(S) P(XnNY) when Xdna/ PV Y)

S, we get a more useful result P(X|Y)= 7 e doped it

n(Y)  R(Y) =x)é
n(S§
) 7

If X and Y are two events such that P(Y) > 0, then the probability that X occurs given that ¥ has already
occurred is given by the conditional probability P (X | ¥) with

P(XNY)
P(X|Y)=——— L
U=
NOTE: [-"‘lt THINKZONE
i) In general, P(X |Y)=P(Y| X ) (illustrated in Example 18)
B P(X YY)
P =207 =
(ii) (X|Y) P(T) = P nY)=P(X|Y)P(Y)
P(X NY)
P(Y|X)=—"Z P(XNY)=P
(Y]X) PO = (X nY)=P(¥Y| X)P(X) When would
Thus, P(X |Y)P(Y)=P(Y | X)P(X) P(XIY)=P{F|X]?

EXAMPLE 15: [J86/2/6 modified]
A game is played with an ordinary six-sided die. A player throws this die, and if the result is 2, 3, 4 or
5, that result is the player’s score. If the result is 1 or 6, the player throws the die a second time and the
sum of the two numbers resulting from both throws is the player’s score. Events 4 and B are defined as
follows:

A : the player’s score is 5,6, 7,8 or 9;

B : the player has two throws.
Show that P(A)=1.

Find (i) P(4nB) , (i) P(Av B), (iii) P(4| B), (iv) P(B|4) and (v) P(B|A4").

15



SoLuﬁﬂN 15:

[P(4)

=P(score =5,6,7, 8, 9)
=P(D,=5)+P(D,=1,D, =4)+P(D, =1,D, =5)+P(D, =1,D, = 6)
+P(D,=6,D,=1)+P(D, =6,D, =2)+P(D, =6,D, =3)

1 471
=—4=|— |x6
s dls)

=—;- (shown).

@ P(ANR)
= P(sort = §,6,7,8 ) 2d bo

=ptA)-p(0=§)s 3 -fF - L

(i) P(4uUB)
=P(4)+P(B)-P(4AnB)
1.2 2
36 6
e
2

(iii) P(4|B)
~P(4NB)
~ P(B)
1
_6_1
=272
6

(iv)

L.

16



(v) P(B{A')-’* PEBAN) ]

PA!)
:Eﬁm#m.:. Gad 1ore U not 5;6;'—?, yor ‘”
Plrvviep mt 8o b 30 ™ !

VAN
= y,;:,pﬁi,n,fﬁpmw

NN 27
= (BHg)

-

—_—

4

=3
SELF-REVIEW 6;
Two tetrahedral dice, with faces labelled 1,2, 3 and 4 are thrown and the number on each which each
lands is noted. The “score” is the sum of these two numbers. Find the probability that (i) the score is
even given that at least one die lands on a 3, (ii) at least one die lands on a 3 given that the score is even.

[—;i . % Not independent]

EXAMPLE 16:

A bag contains 20 balls, 10 of which are red, 8 of which are white and 2 of which are blue. The balls
are indistinguishable apart from the colour. Two balls are drawn in succession, without replacement.
Using a tree diagram or otherwise, find the probability that

(i) the first ball is blue and the second ball is white,

(ij)  the second ball is white given that the first ball is blue,

(iii)  one ball is blue and the other is white,

(iv)  the second ball drawn is red,

(v)  the second ball drawn is red if it is known that the first ball drawn i1s not blue,

SoLUTION 16:

()  P(the 1% ball is blue and the 2" ball is white)

= P(BW)
2 8 4
= —m— = —
20 19 95

(i1) P(2nd ball is white | 1st is blue)
_ P(2nd ball is white and 1st is blue)
- P(lst is blue)

2 8
20 19

=
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Or  P(2nd ball is white | 1st ball is blue)

8 The conditional probability
= — in (ii) can be found on one
1 of the branches of the tree
diagram when you draw a
tree diagram!
(iii)  P(one ball is blue and the other white)

— P(BW) + P(WB)

2 8 8 2 8

-~ _..—x_ — _—

+ x = —
20 19 20 19 95

(v)  P(seond ballsi ref)
= PUAR )¢ PV PR

= 02 - e 2 P 4
O g L L s A i
PLrecmat hadl dmmn jired [ 0 bestball wman ibnik ph,., )

P PCRBS) L PR r) PR

SRS w1 do
f(%” /- FC%J jz%[??i);éﬂ)jg

T

= &
mid

SELF-REVIEW T: .
Three children, Sean, Ryan and Justin, have equal plots in a circular patch of garden. The boundaries
are marked out by pebbles. Sean has 80 red and 20 white flowers in his patch, Ryan has 30 red and 40
white flowers and Justin has 10 red and 60 white flowers. Their sister, Michelle, wants to pick a flower
for her teacher.

(i)  Find the probability that she picks a red flower.

- . . 16 5
(i)  Ifshe picks a red flower, find the probability that it comes from Ryan’s plot. [

357 16

2.2.2 INDEPENDENT EVENTS .

From Section 2.1.7, we learnt that if two events X and Y are independent, then P(X ~ ¥) = P(X) P(Y).
Furthermore, recall that we define independent events as events that do not affect the occurrence of
each other. Thus, P(X | ¥) = P(X) or P(Y | X)=P(Y). We may use any of the 3 equations below to
check for independence:

X and ¥ are independent events <> P(X |Y) =P(X)
SPY | X)=P(Y)
& P(X NY)=P(X)xP(¥)

Moreover, if X and Y are independent events then
(i) X and Y’ are independent ,

(i)  X'and Y are independent,

(iii) X" and Y’ are independent.

18



We will prove (i), the rest will be left as exercises.

(i) Now P(X AY)=P(X)P(Y), we aim to show P(X NY") = P(X)P(Y").
P(XnY")=P(X)-P(XNY)

=P(X)-P(X)P(Y)

=P(X)(1-P(Y))
=P(X)P(1")
Thus, X and ¥ are independent.

NOTE:
* Ingeneral, P(X nY)=P(X)-P(Y).
* For mutually exclusive events X and ¥, P(X |Y)=0as P(X nY)=0.

2.3 PROBLEM SOLVING TECHNIQUES IN PROBABILITY
Probability problems come in various forms. It is difficult to categorise the methods to use for different
problems. Nevertheless, here are some methods you can try:
(i) Table of Qutcomes
(i)  Venn Diagrams
(iii)  Tree Diagrams (particularly useful for sequential events)
(iv)  Using counting principles (sometimes involving Permutations and Combinations)
number of possible outcomes for X to occur
number of all possible outcomes for experiment

(v)  Using the ideas in conditional probabilities, independent events and mutually exclusive events.

P(X)=

We shall now apply the methods mentioned above, wherever possible, to solve the following
probability problems.

EXAMPLE 17: [2013/CJC/2/6]
11

For events 4 and B, it is given that P(B}:%, P(Auﬂ}:% and P(A-ﬁﬂ}z_ag

Find (i) P(4), (i) P(B'| 4).
A third event C, has P (C) =;:— and that 4 and C are independent.

(iii) Find P(4'"C).

SoLuTION 17:

M) pep/A) = PEDA) _ prsuR)I-PIR)
20 W
el
_ 23 .
R TR 94

:_"_.—l
o

%, 2
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PA'NC) = pA')PL) .
- [-BNE

(i)

(i Aand careindependent 2 A andl ¢ are independent

EXAMPLE 18: [J91/2/6 modified]

A choir has 7 sopranos, 6 altos, 3 tenors and 4 basses. The sopranos and altos are women and the tenors
and basses are men. At a particular rehearsal, three members of the choir are chosen at random to make

tea

(i) Find the probability that three sopranos are chosen.
(ii) Find the probability that exactly one bass is chosen.

(iii) Find the probability that the chosen group contains exactly one tenor or exactly one bass (or both).

(iv) Find the probability that the chosen group contains exactly one tenor, given that it contains

exactly one bass.

SOLUTION 18:

7 sopranos, 6 altos — 13 women
3 tenors, 4 basses — 7 men

?C 7
(i) P(3 Snpran{:-g] i 5 e
c, 228
l"t'.d X 5(1

" c .
|® Plexsatly. | huy) 2 = ,/;‘,

O
(i)  P(exactly 1 tenor # exactly 1 bass)

= G xl, g

W

e, la

Alternatively, we can also solve part (i)
716 5 7
P(3 =—|—||=|=— and
[} sopean) 20(19)[18) 228 2 akse
adopt a similar approach for the other parts of the
question but we choose not to since when

ordering is not important, the combinatorics
method is preferred.

When the question is phrased in the form of
P(A or B (or both)), it refers to P(4 U B).

= P(exactly 1 tenor)+ P(exactly | bass)— P(exactly 1 tenor & 1 bass)

v h¢
16 Xa x...--"l 11 ¢ b

._'!f- ;

——

]

g1

/1 §S

—)
-

2P,

[
—y

\

~L3
v
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(iv)  P(exactly | tenor | exactly 1 bass)

_ P(exactly 1 tenor & exactly 1 bass)
P (exactly | bass)

EXAMPLE 19: [2010/NYJC/2/10b]

A bag contains 10 red marbles and 90 blue marbles which are indistinguishable, apart from colour.
Marbles are drawn from the bag singly and at random, with replacement. Valerie and Aazon took turns
to draw marbles from the above mentioned bag. The colour is observed and the marble is replaced. The
first person who draws a red marble wins the game and the game will stop.

(v)  Given that Aazon starts first, find the probability that Valerie wins the game.
(vi)  What is the least number of draws before we can have a 90% chance of having a winner?

SOLUTION 19:

(i) Let A be the event that “Aazon picks a red marble” and THINKZONE:
V¥ be the event that “Valerie picks a red marble”.

¢« How would you

- . change the game to
CrobuNiiny saquived make it a fair game?
=P(A'NV)+P((ANV'NANV)+P(A'NV ' NANV ' NA'AY )+

PR GGG
(i)

(i) Let e l|east nwﬂb{; utdm'l-.rsﬂq,wreﬂ Emmffhm
in q |h-ty L
Lt (@B )+ (5)7 60
(Q.IJ(!.-H'?JH , , ‘1

.-"________F
[ =9

|
v-q ¢ o-f

lno- Legwit w =2 *
n7 =
Tho T H-35Y
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EXAMPLE 21: [2016/R1/2/8]

For events A4 and B, it is given that P(4) =§ and P(B)=

3
=

(i) Find the greatest and least possible values of P(4 B).

It is given in addition that P(4'| B') = %_ .
(i)  Find P(A'~B"), w Pryn')
(iii) Find P(4U B). pLa')

(iv)  Determine if 4 and B are independent events.

(¥)  Given another event C such that P(C) =§, P(ANC)=P(BNC) =£and P(Auﬂuch%,

find P(4~BAC).

SoLuTiON 21:

(i) P(4) +P(B)-1<P(4N B) < min {P(A4), P(B)}

PIANBY =  P(A) +P(B) —PCAUR)
Greatest value of PCANB) s ¥g

Least value of P(ANR) =

1y

A B
A~B

Least value occurs when
P(4UB)=1

] P(A'"B")=P(A'|BYP(B") =

o0 | W
X

L | =
o0 | =

(ii) P{AUB}zth(A'ﬁBr]:%

(i)
P(AU B)=P(A)+P(B)-P(An B)

PANE)== = g% =P(A)P(B)

Hence, 4 and B are independent events.

(v) PAVBVC) = P(AVIPIR) +P(C)-PUAND) _paN©)

~pBNAtgansne)

A B

Greatest value
occurs when
A is a proper
subset of B.

Alternatively,

since P(A'[H‘}:%:p%:l’{,{']

A"and B' are independent events
= A and B are independent events

t PIANDA ()







